Predicting Which Patients Are at Risk for Clinical Deterioration in COVID-19: A Review of the Current Models in Use
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ABSTRACT The ongoing coronavirus disease 2019 (COVID-19) pandemic has led to more than 200 million infected cases and 4.6 million deaths worldwide, and the numbers continue to grow. The disease presentation varies, and while most patients will present with a mild disease course, 5% will eventually develop significant respiratory failure, some despite initially presenting with mild symptoms. Early detection of patients at risk for deterioration is crucial for decisions regarding hospitalization, monitoring, timing, and extent of treatment.
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Numerous studies examining risk factors have found that age above 65 years, obesity, history of smoking, and other co-morbidities as well as various laboratory markers such as lymphopenia, elevated D-dimer and troponin are associated with a more severe disease course among COVID-19 patients. Models comprising various combinations of these risk factors, together with vital signs, laboratory tests, and radiographic features have been developed to construct a reliable prediction model for patient deterioration. Several studies have attempted to develop novel algorithms specifically targeting coronavirus disease 2019 (COVID-19) patients, some of them with the help of machine learning, while others examined the applicability of re-purposing already available and validated prediction models from other diseases for COVID-19.

Despite the extensive research, currently there is no formal recommendation for the use of a single model and physicians must evaluate the suitability of the available options for each case separately. We outlined the leading models in this field and discussed the tools that are available for critical assessment of current and future models.

The onset of the COVID-19 pandemic first began in November 2019 in Wuhan, China. By September 2021, more than 226 million cases were detected worldwide with more than 4.6 million deaths [1]. The disease course varies among patients and while the majority (80%) present with mild symptoms such as cough and fever, approximately 14% develop severe symptoms such as shortness of breath, hypoxia, and diffuse lung involvement. Another 5% ultimately progress to respiratory, hemodynamic, and multi-organ failure [2]. Some of the patients presenting initially with mild symptoms later deteriorate approximately a week after symptom onset [3]. Early detection of these patients can assist physicians to provide individualized decisions regarding the need for hospitalization, monitoring, and treatment suitable for each patient.

Since the emergence of the COVID-19 pandemic, multiple studies have detected the relevant risk factors for prediction of a severe disease course. Several prediction tools have been designed to assist physicians. The physician has the responsibility to critically examine the available methods and subsequently decide whether the research and methodology behind these methods justify their use. In this review, we evaluated and discussed various existing models for prognosis prediction of COVID-19 patients. For the sake of brevity, we emphasized models that were published in major journals, most of which were externally validated.

To assess the available models, it was important to differentiate between two major types of studies. The first type includes studies that evaluated risk factors determining whether the patient’s characteristics (such as age, symptoms, co-morbidities,
or biomarkers) are independently associated with clinical outcomes (such as hospitalization, disease severity, and mortality) [4]. The second type refers to studies that suggested a model for the prediction of a clinical outcome for each patient by combining the previously determined risk factors [5].

STUDIES EVALUATING RISK FACTORS
Several studies that examined the association between various demographic factors and mortality and/or disease severity among COVID-19 patients found that age > 65 years, male sex, obesity (body mass index > 30 kg/m²), and smoking history were significant risk factors [6,7]. Moreover, patients with co-morbidities such as chronic obstructive pulmonary disease, chronic heart failure, ischemic heart disease, cancer, diabetes, chronic kidney disease, and hypertension were at a higher risk of developing severe disease [6,7]. While many of the initial large studies regarding risk factors were performed on Chinese patients, subsequent studies have shown similar results in Europe, the United States, and other countries [8].

As the pandemic progressed, evidence surfaced regarding the correlation between laboratory results and a more severe disease. Neutropenia; lymphopenia [9]; increased neutrophil-to-lymphocyte ratio [10]; and elevated lactate dehydrogenase (LDH), C-reactive protein (CRP), D-dimer, and troponin levels [11] were found to be associated with severe disease. It is important to note that these studies were retrospective in nature. Many collected data regarding the laboratory results and the patient status concurrently. In addition, many of these studies did not differentiate between patients who were already severely ill at the beginning of the follow-up period from those who presented with mild symptoms.

It is important to note that the immunization status of a patient, including the time from the last immunization, has been shown in multiple large cohort and randomized control trial to be a significant independent protective factor for both severe disease and mortality [12,13].

STUDIES DEVELOPING A PREDICTION MODEL
To evaluate the efficiency and applicability of a prediction model, it is important to employ statistical measures such as the positive predictive value (PPV), negative predictive value (NPV), accuracy, sensitivity, and specificity. Due to the trade-off between these measures, a different cut-off can improve one value at the expense of another.

THE RECEIVER OPERATING CHARACTERISTIC-AREA UNDER THE CURVE MEASURE
The receiver operating characteristic-area under the curve measure (ROC-AUC) measurement is a metric developed to evaluate the difference between sensitivity and specificity and is equal to the AUC of the sensitivity of the model as a function of the false positive rate (equals 1 minus specificity). The value provides a good measure of the discriminatory capacity of classification models, ranging from 0.5 (equal to random) to 1 (a perfect predictive model), with 0.8 generally regarded as a good value [14].

The prediction models presented here are divided into two categories: established models that were validated to predict the risk for morbidity and mortality in a similar disease (e.g., pneumonia) and were repurposed for COVID-19 patients, and new models that were designed a priori for the evaluation of COVID-19 patients. The major asset of using established models is their extensive use in clinical practice, whereas newer models have the advantage of being constructed specifically for COVID-19, a novel disease with a unique disease course amongst respiratory infections.

It is important to note that current models were built and tested among unvaccinated patients and thus might need to be adjusted for use among vaccinated patients.

ESTABLISHED MODELS
- **CURB-65** is a common score for evaluating the mortality risk of patients presenting with community-acquired pneumonia in the emergency department (ED). It has been validated extensively, recommending hospitalization for patients with a score of two or more [15]. Several studies demonstrated an AUC of about 0.8 for COVID-19 mortality and severe disease but a poor sensitivity of 65% using the original cutoff [16,17] (compared to 91% sensitivity for severe pneumonia), while another study showed a much lower AUC [18].
- **A-DROP** is a variation of CURB-65 score which replaces the parameter of respiratory rate with O2 saturation < 90% [19]. The score showed promising results for predicting 30-day mortality among hospitalized patients with a sensitivity of 80% and specificity of 86% in one study [20] but was not assessed further.
- **Pneumonia severity index (PSI)** is another common score for the evaluation of community acquired pneumonia patients in the ED, which is based on co-morbidities, laboratory tests, and vital signs. Patients in category 3 or higher require hospitalization [21]. The score outperformed CURB-65 for predicting mortality in two studies, both in terms of AUC and sensitivity [16,20].
- **National Early Warning Score 2 (NEWS2)** is a popular model for severity assessment of hospitalized patients in the United Kingdom. The score was recommended by the Royal College of Physicians for
use among COVID-19 patients at the beginning of the pandemic. Several studies showed that the model tends to underestimate the risk for severe disease [22] and mortality [23] among COVID-19 patients.

- **Q-SOFA** is a popular screening score for sepsis [24] due to its prognosis prediction in smaller studies, but it showed consistently poorer results for mortality prediction with AUC of 0.6–0.7 and low sensitivity [23,25].

**MODELS DESIGNED SPECIFICALLY FOR COVID-19 PATIENTS**

- **CALL score** is a small but highly cited study, published during the first months of the pandemic. It was developed as a model among 208 patients and included lymphocyte number, age, co-morbidities, and LDH levels as parameters. The model showed good results on internal validation, with an AUC of 0.91 [26]. However, when examined independently by an Italian group, the performance worsened with an AUC of 0.6. Therefore, we do not recommend the use of this score [27].

- **COVID-GRAM** is a model developed to predict severe disease or death among a group of 1600 Chinese hospitalized patients and validated in an additional study of 700 patients. The model included 19 parameters including X-ray results, vital signs, rash, hemoptysis, loss of consciousness, LDH, and bilirubin and creatinine levels. The model showed an impressive result with an AUC 0.88. It is important to note that in contrast to many studies that included a population with high rate of severely ill patients (20%), this study population closely resembled the general population, with mortality rate of 1% [28]. A validation of this score among 214 Spanish intensive care patients showed an AUC of 0.72. While the authors of the original article did not examine a cutoff point for the score, the validation article showed that using a cutoff score of 89 provided adequate sensitivity but lacked specificity (32%), limiting the score usefulness [29].

- **QCOVID tool** is the result of a study performed by the University of Oxford with the goal of creating a model capable of evaluating the risk for hospital admission and mortality among non-hospitalized COVID-19 patients [30]. It includes age, socioeconomic parameters, smoking status, and body mass index, as well as co-morbidities. The tool was developed and internally and externally validated on millions of British patients [31], reporting a sensitivity of 76% in the original study and up to 70% in the validation cohort while keeping a reasonable false positive rate. The use of the Townsend Deprivation Index, a socioeconomic score specific for British citizens as an important parameter, limits the use of the tool outside the United Kingdom.

- **Quick COVID-19 Severity Index** is a unique model that predicts the risk for respiratory failure within 24 hours of hospital admission. The quick version, including respiratory rate, pulse oximetry, and the required oxygen supplementation flow, had an AUC score of 0.81. The score of 3 had a sensitivity and specificity of 79%; however, the authors of the original article concluded that there were few patients in the validation cohort above the cutoff, thus these metrics might not be accurate [18]. When performance was evaluated in a validation study examining mortality prediction, the model performed worse, achieving an AUC score of 0.71, and was inferior to the CURB-65 model (AUC 0.78) [32].

- **VACO Index** is a model developed to predict the 30-day all-cause mortality among inpatients and outpatients, developed and tested among 13,000 U.S. veterans [33]. A validation study demonstrated the model’s discriminatory power (AUC 0.82) for the entire population similar to the results of the original study, but among patients older than 65 years of age, which are the patients at risk in COVID-19, performance dropped (AUC 0.69) [34].

**MACHINE LEARNING MODELS DESIGNED FOR COVID-19 PATIENTS**

- **Yan L. Biomarkers based model** is a promising model published in August 2020, which identified LDH, CRP, and lymphocytes as key features and created a machine-learning model (XGBoost based) for mortality prediction on hospital admission, achieving an AUC of 0.95 [35]. However, an external validation study demonstrated that the model performs poorly with specificity of 26% (compared to 96% in the original study), thus it has limited clinical use [36], emphasizing the importance of external validation.

- **Random Forest algorithm (Denmark and UK) and LASSO (Korean) models** are two large studies including thousands of patients that examined machine learning methods for mortality prediction among hospitalized patients and achieved impressive AUC scores of above 0.96 for mortality prediction but performed worse when tested among a different pop-
### Table 1. Summary of prediction models

<table>
<thead>
<tr>
<th>Model</th>
<th>Designated population, cohort-training (instrument)</th>
<th>Original performance (external validation performance)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Established models</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| CURB-65                   | ED patients                                         | AUC 0.80  
Sensitivity 65%  
Specificity 91%                             | Large performance variance across studies                  |
| A-DROP                    | Hospitalized patients                               | AUC 0.87  
Sensitivity 80%  
Specificity 86%                             | Relatively untested for COVID-19 patients                  |
| Pneumonia severity Index  | ED patients                                         | AUC 0.85  
Sensitivity 77%  
Specificity 81%                             | Large performance variance across studies                  |
| National Early Warning Score 2 | Hospitalized patients                      | AUC 0.70  
Sensitivity 78%  
Specificity 48%                             | Mainly used in the UK in the early stages of the pandemic but later replaced by other models |
| Q-SOFA                    | Hospitalized patients                               | AUC 0.60–0.7  
Sensitivity 42%  
Specificity 84%                             | Failed to classify severe COVID-19 patient as having sepsis   |
| **Models designed specifically for COVID-19 patients** |                                                     |                                                        |                                                                          |
| CALL score (China)        | Hospitalized patients Cohort of 208 patients         | AUC 0.91 (0.60)  
Sensitivity and Specificity not provided | External validation showed poor results                     |
| COVID-GRAM (China)        | Hospitalized patients Cohort of 1600 (700)          | AUC 0.88 (0.72)  
Sensitivity and Specificity not provided | Cohort had only 1% mortality, resembling the general population |
| QCovid (Britain)          | General population Cohort of 6.18 million (2.17 million) | AUC 0.88 (0.72)  
Sensitivity and Specificity not provided | The use of the Townsend Score, specific for Britain, limits international use |
| Quick COVID-19 Severity Index (USA) | Hospitalized patients Predicting respiratory failure Cohort 932 (240) | AUC 0.81 | Sensitivity 79%  
Specificity 79% | Inferior to CURB-65 for predicting mortality in an external validation study |
| VACO Index (USA)          | Hospitalized and outpatients Cohort 1461 (2151) The text says 13,000 | AUC 0.84 | Sensitivity and Specificity not provided | Validation study showed poor performance among patients age > 65 years of age |
| **Machine learning models designed for COVID-19 patients** |                                                     |                                                        |                                                                          |
| Yan L. Biomarkers based model (China) | Hospitalized patients 378 (110) | AUC 0.95  
Sensitivity 94%  
Specificity 96% (26%) | Poor performance on external validation |
| Random Forest algorithm (Denmark-UK study) | General population Denmark -3964 (UK -1650) | AUC 0.9 (0.74)  
Sensitivity and Specificity not provided | When tested among UK patients, performed significantly worse |
| LASSO algorithm (Korean study) | General population 7163 (3071) | AUC 0.94  
Sensitivity 91%  
Specificity 91% | The model was not validated by an additional study nor compared to other models |
| Image-analysis-based models (CT analysis) | Hospitalized patients 2778 (208) | AUC 0.94  
Sensitivity 94%  
Specificity 91% | The model was not validated by an additional study nor compared to other models |

AUC = area under the curve, ED = emergency department, UK = United Kingdom, USA = United States of America
ulation [37,38]. Unfortunately, neither compared their performance to other validated scores, making it impossible to evaluate the added benefit of these methods.

- **Image-analysis-based models (CT analysis)** are another major model that was based on large cohorts of thousands of patients and used machine-learning to extract radiological features from computed tomography scans to evaluate the prognosis of COVID-19 patients. Both studies combined the radiological features with patient vital and laboratory results to create a prediction model, demonstrating an impressive AUC score of approximately 0.96 [39,40]. However, as with previously mentioned machine learning models, their performance was not compared to other non-image-based scores, hindering the ability to evaluate their added benefit.

**CONCLUSIONS**

An external validation of a model important for assuring the generalizability of the model. This finding stems from the risk of overfitting, where a model is highly suited for the cohort of patients used to develop it but performs much worse for other populations. In addition to external validation, we recommend considering several important points when assessing any prediction model:

- For the model to be useful in the clinical setting, the study must specify a cut-off score that differentiates high-risk from low-risk patients and calculates the sensitivity and specificity of that cutoff.
- The model should have an acceptable discriminatory power for differentiating between low- and high-risk patients, as represented by a high AUC score.
- The model should be used only for the population among which it was constructed and tested (e.g., general population, patients admitted to the emergency department) until further studies have validated its applicability for other populations.
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Effect of colonoscopy screening on risks of colorectal cancer and related death

Brethauer and colleagues performed a pragmatic, randomized trial involving presumptively healthy men and women 55–64 years of age drawn from population registries in Poland, Norway, Sweden, and the Netherlands between 2009 and 2014. The participants were randomly assigned in a 1:2 ratio to either receive an invitation to undergo a single screening colonoscopy (the invited group) or to receive no invitation or screening (the usual-care group). The primary end points were the risks of colorectal cancer and related death, and the secondary end point was death from any cause. Follow-up data were available for 84,585 participants in Poland, Norway, and Sweden: 28,220 in the invited group (11,843 of whom (42.0%) underwent screening) and 56,365 in the usual-care group. A total of 15 participants had major bleeding after polyp removal. No perforations or screening-related deaths occurred within 30 days after colonoscopy. During a median follow-up of 10 years, 259 cases of colorectal cancer were diagnosed in the invited group compared with 622 cases in the usual-care group. In intention-to-screen analyses, the risk of colorectal cancer at 10 years was 0.98% in the invited group and 1.20% in the usual-care group, a risk reduction of 18% (risk ratio [RR] 0.82, 95% confidence interval [95% CI] 0.70–0.93). The risk of death from colorectal cancer was 0.28% in the invited group and 0.31% in the usual-care group (RR 0.90, 95% CI 0.64–1.16). The number needed to invite to undergo screening to prevent one case of colorectal cancer was 455 (95% CI 270–1429). The risk of death from any cause was 11.03% in the invited group and 11.04% in the usual-care group (RR 0.99, 95% CI 0.96–1.04).

Eitan Israelii

Of myocarditis and women

Inflammation of the heart muscle, or myocarditis, is an off-target effect of anticancer treatments such as immune checkpoint inhibitor (ICI) therapy. Studying sex differences in ICI myocarditis, Zhang et al. observed greater T cell infiltration and cardiac dysfunction in female mice with this disorder and identified down-regulation of two genes, MANF and HSPAS, in the heart. In a mouse model, cardiac depletion of Manf worsened ICI myocarditis, whereas addition of the recombinant MANF protein improved heart function. Treating cardiomyocytes derived from human induced pluripotent stem cells with estrogen or estrogen receptor β agonist induced MANF and HSPAS expression. Treating female tumor-bearing mice with estrogen receptor β agonist during ICI treatment reduced T cell infiltration and preserved heart function. Hormone therapy could thus potentially limit ICI myocarditis by promoting the protective effects of MANF.
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